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Abstract

Transfer learning has become a cornerstone of modern machine learning. However, the relia-
bility of these techniques across multiple training runs remains understudied. In this paper,
we investigate the replicability of adaptive data selection strategies in transfer learning sce-
narios. We develop a mathematical framework that quantifies replicability through a novel
measure of selection sensitivity (Ag) and derive theoretical bounds on the probability of
replicability failure. Our analysis reveals that replicability deteriorates quadratically with
selection sensitivity, while improving exponentially with sample size. We empirically vali-
date these theoretical insights on the MultiNLI corpus using a genre-based transfer learning
setup with RoBERTa. Our experiments empirically prove that highly adaptive selection
strategies like curriculum learning provide performance benefits but at a significant cost
to replicability, while less adaptive approaches offer better stability. Moreover, we show
that pretraining on a source domain before adaptive fine-tuning substantially improves the
replicability-performance trade-off across all strategies.

1 Introduction

Transfer learning has emerged as a powerful paradigm in machine learning, enabling models to leverage
knowledge from source domains to improve performance on target domains with limited labeled data |Zhu
et al|(2020). As deep learning models grow in size and complexity, transfer learning has become increasingly
essential for adapting these models to specific tasks or domains efficiently. This approach is particularly
valuable in natural language processing, computer vision, and other areas where pre-trained models on large
datasets serve as a foundation for more specialized applications |Chen et al.| (2020).

Despite the widespread adoption of transfer learning, the replicability of results remains a significant concern.
Replicability—the ability to obtain consistent outcomes across independent training runs—is fundamental
to building reliable machine learning systems Bun et al. (2023]). Recent studies have highlighted that even
small changes in the training process, such as random initialization or data sampling, can lead to substantial
variations in model performance Impagliazzo et al.| (2023). This variability challenges the trustworthiness of
reported results and hinders the deployment of machine learning systems in critical applications.

Within adaptive data selection, strategies can be categorized based on how they adapt to the training data
and task at hand. Approaches such as importance weighting assign weights to each training example based
on domain-specific features |Jiang et al.|(2024)). Confidence-based sampling selects examples with low model
confidence, focusing training on challenging cases|Zhu et al.[(2020). Curriculum learning strategies introduce
examples in order of increasing difficulty, creating a learning path from simple to complex concepts |Liu
et al[ (2019). These selection strategies dynamically shape the training distribution, potentially improving
performance but also introducing additional variability in the learning process. The relationship between
adaptive data selection and replicability remains largely unexplored. When selection strategies depend
heavily on model states or random initialization, they may amplify small differences between training runs,



potentially leading to divergent outcomes. As noted by Chase et al., replicability in machine learning
refers to algorithms that “typically produce the same output when applied on two i.i.d. inputs” |Chase
et al.|(2023). However, adaptive selection strategies may violate this condition by creating path-dependent
training dynamics, where small initial differences compound over time.

Recent theoretical advances have linked replicability to algorithmic stability and privacy Bun et al.| (2023)).
These connections provide a foundation for understanding how adaptive selection might affect replicability
through its impact on model stability. Empirical studies in software engineering have also highlighted how
deep learning systems can show inconsistent results across different runs, particularly when models are not
fully convergent or when performance is sensitive to data sampling Impagliazzo et al.| (2023)).

Our work builds on these foundations to provide a comprehensive theoretical and empirical analysis of how
different adaptive selection strategies affect replicability in transfer learning. Our research addresses the
following key questions:

1. How does the selection sensitivity (Ag) of adaptive data selection strategies quantitatively impact
replicability in transfer learning?

2. What is the relationship between the sample size, selection sensitivity, and replicability failure
probability?

3. How can we measure and mitigate replicability failures while preserving the performance benefits of
adaptive selection?

4. What practical trade-offs exist between performance and replicability across different selection strate-
gies in real-world transfer learning scenarios?

In this work, we develop a rigorous mathematical framework that formalizes replicability in transfer learning
with adaptive data selection, introducing the concept of selection sensitivity (Ag) as a key determinant
of replicability. We derive theoretical bounds on replicability failure probability that show how it scales
quadratically with selection sensitivity and improves exponentially with sample size. Further, we conduct
extensive empirical evaluations on the MultiNLI corpus, demonstrating the practical implications of our
theoretical results across four selection strategies in a realistic transfer learning scenario. Finally, we re-
lease a comprehensive implementation E| of our experimental framework that enables researchers to evaluate
replicability of their own transfer learning approaches.

2 Theoretical Foundations

In this section, we establish the theoretical framework for analyzing replicability in transfer learning with
adaptive data selection strategies. We present formal definitions of transfer learning, adaptive data selection,
and replicability, which will form the basis for our theoretical analysis and empirical evaluation.

2.1 Transfer Learning Framework

We begin with a formal definition of the transfer learning setup following the notation established in [Pan &
Yang (2009).

Definition 1 (Domain). A domain D consists of a feature space X and a marginal probability distribution
P(X), where X ={x1,...,x,} C X. We denote a domain as D = {X, P(X)}.

Definition 2 (Task). Given a domain D, a task T consists of a label space Y and a conditional probability
distribution P(Y'|X) that is typically learned from training data consisting of pairs {x;,y;}, where x; € X
and y; € Y. We denote a task as T = {Y, P(Y|X)}.

Definition 3 (Transfer Learning). Given a source domain Dg with task Ts and a target domain Dy with
task Tr, transfer learning aims to improve the learning of the target predictive function fr(-) in Tr using

the knowledge in Dg and Tg, where Dg # Dy or Ts # Tr.

Thttps://github.com/Prabhav55221/Replicable-Transfer-Learning
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In the context of our work, we focus on a common transfer learning scenario where the feature spaces
are the same (Xg = A7), the label spaces are the same (Vs = Yr), but the marginal distributions differ
(Ps(X) # Pr(X)). This setting is known as domain adaptation Blitzer et al.| (2006).

We formalize the learning problem as follows. Let H be a hypothesis class (set of possible models) and
L:HxXxY —[0,1] be a loss function. We assume access to a source sample S = {(x7,y7)}15, ~ Dg® and
a target sample T = {(af, y!)}[7; ~ DFT. The goal is to learn a model hy € H that minimizes the expected
risk on the target domain:

RT(h) = IE(:v,y)NDT [L(h,]),y)} (1)

In practice, we typically have a pre-trained model hg from the source domain, and we fine-tune it on the
target data to obtain hp. The effectiveness of this process depends significantly on the sample selection
strategy used during fine-tuning.

2.2 Adaptive Data Selection

Traditional fine-tuning methods use all available target data with uniform importance. In contrast, adaptive
data selection strategies dynamically adjust the importance of different training examples based on various
criteria. We formalize this as follows:

Definition 4 (Selection Strategy). A selection strategy Q is a function that assigns a probability distribution
over the training examples. For a training set T = {(x;,y;)}1,, the strategy Q assigns weights Q(z;,y;) to
each exzample such that > | Q(zi,y;) =1 and Q(z;,y;) > 0.

The selection strategy @ can be a function of the current model state, the training history, or properties of
the data itself. This leads to an effective empirical risk minimization objective:

Rr(h;Q) = ZQ(mi,yi)L(h»ZCi,yi) (2)

We now present mathematical formulations of four common selection strategies:

2.2.1 Uniform Strategy

The uniform strategy, which serves as our baseline, assigns equal weight to all examples. This is equivalent
to standard empirical risk minimization where all examples contribute equally to the objective.

1.
Quniform(xiayi) = E,VZE {1,7’)’L} (3)

2.2.2 Importance Weighting Strategy

Importance weighting addresses domain shift by assigning weights based on the similarity between source
and target distributions |Shimodairal (2000). In our context, we weight examples based on domain features
(e.g., genre or document type):

) — w(fi)
Qrw (zi,yi) = Zn ;) (4)

j=1%

where f; is a domain feature for example (x;,y;) and w(f) is a weighting function. A common approach is
to use the ratio of target to source density.

2.2.3 Confidence-Based Sampling Strategy

Confidence-based sampling focuses training on examples where the model has low confidence |Settles| (2009).
This strategy assigns higher weights to examples with higher loss or uncertainty:



Qcps (@i, yi) = Z“’— (5)

j=1Wj
where wj is inversely related to the model’s confidence for example i. We can define this using model outputs:

(]. — Ci)l/‘r
7 (©)

w; =

Here, ¢; is the confidence score (typically the prediction probability for the correct class), 7 > 0 is a
temperature parameter controlling the sharpness of the distribution, and Z is a normalization factor. To
avoid extreme sampling probabilities, we can apply clipping for the weights where wy,;, and w,., are the
minimum and maximum allowed weights.

2.2.4 Curriculum Learning Strategy

Curriculum learning presents examples to the model in order of increasing difficulty Bengio et al.| (2009)).
We formalize this as a time-dependent selection strategy:

1 .
@ oy e (@) €S :
xl? 3 -
crri:vi) {0, otherwise (7)

where S; C T is the subset of training examples active at time step t. The size of S; typically increases over
time according to a pacing function p(t).

Common pacing functions include:

Plinear(t) = a+ (1 — @) - min (tnim , 1) (8)

Peap(t) = @+ (1 = @) - min (Fmm =, 1) 9)
log(1+9. -t

Plog(t) = a + (1 — @) - min (W, 1) (10)

where a € (0,1] is the initial fraction of data, t,,q. is the time by which all examples should be included,
and k > 0 is a parameter controlling the growth rate for exponential pacing. The examples in S; are selected
based on a difficulty measure d(z;, y;), with easier examples (lower d values) included first. Difficulty can be
measured using the model’s loss on an initial pre-trained model.

2.3 Replicability and Selection Sensitivity

We now formalize the concepts of replicability and selection sensitivity in the context of transfer learning.

Definition 5 (Replicability in Transfer Learning [Chase et al.| (2023); Impagliazzo et al| (2023))). Consider
running a fine-tuning algorithm on two independent target samples T and T’ each of size n drawn from Dr,
yielding two fine-tuned models hp and hp. We say the procedure is p-replicable with tolerance € if:

T)TPED; [|[Rr(hr) — Re(hr)| > € < p (11)

Here, p € [0,1] is the replicability failure probability—the probability that two independent training runs
differ in performance by more than e. Lower values of p indicate better replicability.

To analyze how selection strategies affect replicability, we introduce the concept of selection sensitivity, which
measures how much the selection distribution changes when the input data changes slightly.



Definition 6 (Selection Seunsitivity). For a selection strategy Q, the selection sensitivity Aq s defined as:

Ap = _ / )
N T7T/1\H%aA)§"’\:2HQT Qr[lx (12)

where |TAT'| = 2 indicates that T and T' differ in exactly one element (removal of one example and addition
of another), and || - ||1 is the total variation distance.

The total variation distance between two probability distributions P and ¢ on a finite sample space 2 is
defined as: )
[P —Ql = §ZIP($)*Q(I)I (13)

e

Selection sensitivity captures how "adaptive" a selection strategy is to changes in the training data. A high
value of Ag indicates that the strategy is highly sensitive to small changes in the training set, which may lead
to larger variations in the learned model and thus lower replicability. In the next section, we will establish
theoretical bounds on the replicability failure probability p in terms of the selection sensitivity Ag and the
sample size n.

3 Theoretical Analysis

Building on the foundations established in the previous section, we now present our theoretical analysis
of replicability in transfer learning with adaptive data selection. We develop a stability-based approach to
understand how selection sensitivity affects replicability, and derive bounds on the probability of replicability
failure.

3.1 Stability Analysis

Our first key insight is to connect the selection sensitivity of adaptive strategies to the stability of the
resulting learning algorithm. Intuitively, if a small change in the training data can significantly alter the
selection distribution, this could amplify the effect of sampling variations between independent training runs,
leading to different learning outcomes.

We formalize this intuition in the following lemma, which bounds the difference in performance between
models trained on slightly different datasets:

Lemma 1 (Stability Lemma). Let T' = {(z4,9:)}7—; and T' = (T \ {(z},vy;)}) U{(2},9})} be two training
sets differing in exactly one example. Let hy = A(T) and hrr = A(T") be the models trained using selection
distributions QT and Q1+, respectively. Then:

-A
)

|Rr(hr) — Rr(h)| < (14)

n

where ¢ is a constant that depends on the properties of the learning algorithm A and loss function L.

The constant ¢ incorporates several factors, including the Lipschitz constant of the loss function and bounds
on the gradient norms during training. A detailed proof of this lemma is provided in Appendix

This lemma establishes that the impact of changing one training example on the final model’s performance is
bounded by the selection sensitivity scaled by the dataset size. For strategies with high selection sensitivity,
the bound is looser, indicating potentially larger variations in model performance.

3.2 Replicability Bounds

Using the stability result from LemmalI] we can now establish a theoretical bound on the replicability failure
probability. This bound quantifies how likely it is for two independent training runs to produce models with
substantially different performance.



Theorem 1 (Replicability Bound). For a transfer learning algorithm using an adaptive selection strategy
with sensitivity Ag, the replicability failure probability p with tolerance € satisfies:

€eEn

2
p= T’T];DID?HRT(}LT) — Ry (hy)| > €] < 2exp <—262 : Aé) (15)

where ¢ is the constant from Lemma[]]

The complete proof of this theorem is presented in Appendix [A.2] The key insight is to treat the function
f(T) = Ry(hr) as a function of the random training set 7" and apply McDiarmid’s inequality, leveraging the
stability property established in Lemma [I Our theoretical bound reveals several important insights about
replicability in transfer learning:

1. Quadratic Dependence on Selection Sensitivity: The bound worsens quadratically with Ag.
This suggests that highly adaptive strategies require substantially more data to achieve the same
level of replicability as less adaptive ones.

2. Exponential Improvement with Sample Size: Replicability improves exponentially with the
sample size n, but this improvement is modulated by Aé. Strategies with lower selection sensitivity
benefit more from increased sample sizes.

3. Sample Size Requirements: To maintain a fixed replicability failure probability p while using a
selection strategy with sensitivity Ag, the required sample size scales as n = O(A?Q log(1/p)/€?).

For specific selection strategies, we can derive more concrete bounds which are in Appendix [A-3]

4 Experimental Setup

In this section, we describe our experimental framework for evaluating the replicability of adaptive data
selection strategies in transfer learning. We first introduce the dataset and task, then detail the model
architecture, selection strategy implementations, and experimental design.

4.1 MultiNLI Dataset

We conduct our experiments on the Multi-Genre Natural Language Inference (MultiNLI) corpus [Williams
et al.[ (2018]), which is well-suited for studying transfer learning across different domains. The dataset contains
433K sentence pairs annotated with textual entailment information (entailment, contradiction, or neutral)
across diverse genres of spoken and written text.

A key feature of MultiNLI is its division into matched and mismatched sets, which naturally supports a
transfer learning scenario. The matched set contains examples from genres seen during training, while the
mismatched set contains examples from unseen genres. Following the approach in |(Gururangan et al.| (2020)),
we use this division to create our source and target domains: Source domain (matched): Consists of
genres including Telephone, Slate, and Travel, Target domain (mismatched): Consists of genres including
Government, Fiction, and Face-to-face.

For our experiments, we sample from the original dataset to create manageable splits while preserving the
domain shift. Specifically, we use 15,000 examples from the source domain for pretraining (when applica-
ble), 6,000 examples from the target domain for fine-tuning, and standard MultiNLI development sets for
evaluation.

4.2 Model Architecture

We use RoBERTa-base |Liu et al.| (2019) as our backbone model, which is a robustly optimized BERT archi-
tecture with 125 million parameters pretrained on a large corpus of English text. RoBERTa has demonstrated
strong performance on a variety of natural language understanding tasks, including the MultiNLI benchmark.
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Figure 1: Overview of the experimental design.

For our transfer learning setup, we add a task-specific classification head on top of the pretrained RoBERTa
encoder. This head consists of a linear layer mapping the [CLS] token representation to the three NLI
classes (entailment, contradiction, neutral). The classification head weights are randomly initialized, while

the RoBERTa encoder weights are initialized from the pretrained checkpoint.

During training, we use the AdamW optimizer [Loshchilov & Hutter| (2019) with a learning rate of 2e-5 and
a linear warmup followed by linear decay. We use a batch size of 32 and train for 3 epochs in our standard
setup. Following common practice in transfer learning, we apply a lower learning rate to the pretrained
encoder (2e-5) than to the classification head (5e-5) to preserve the knowledge encoded in the pretrained
weights. All models are implemented using PyTorch and the Hugging Face Transformers library [Wolf et al.

(2020).

Algorithm 1 Importance Weighting Strategy

Algorithm 2 Uniform Selection Strategy

0: Input: Dataset T = {(z;, )}, feature ex-
tractor f, source distribution Pg, smoothing fac-
tor A

0: Output: Selection weights {w;}};

Compute target distribution Pp from features

{f(zi)}iey

fori=1 t(g 7(1 (g.)o

) Pr(f(zi))+A
Wi Py (@)
end for
w;

Normalize: w; <+ —a-+t— for all ¢
w;

@

22

j=1
0: return {w;}?; =0

L

Input: Dataset T = {(z;, y:) 1,
Output: Selection weights {w;},
for i =1 ton do

end for

return {w;}? ; =0




4.3 Selection Strategy Implementations

We implement four selection strategies, each representing different approaches to adaptive data selection. Our
implementations are inspired by existing approaches in the literature. The importance weighting strategy
follows the principles of covariate shift adaptation|Shimodairal (2000)); [Sugiyama et al.|(2007). The confidence-
based sampling is related to uncertainty sampling in active learning [Settles| (2009)); Lewis & Catlett| (1994).
The curriculum learning approach builds on the original work by Bengio et al.| (2009)) with pacing functions
inspired by |[Hacohen & Weinshall (2019).

Algorithm 3 Confidence-Based Sampling Strategy Algorithm 4 Curriculum Learning Strategy

0: Input: Dataset T = {(z;,¥:)}",, model h, 0: Input: Dataset T = {(x;,y:)}",, model hg,
temperature 7, min/max weights wWmin, Wmax epoch e, total epochs F, start ratio «, end ratio
0: Output: Selection weights {w;}, B3, pace function p
0: for i =1ton do 0: Output: Selection weights {w;}?_,
0:  Compute prediction probabilities p; = h(x;) 0: if e =0 then
0:  Extract confidence ¢; = p;[y;] 0: fori=1tondo
0wy (1—e¢)/7 0: Compute difficulty d; = L(ho, z;,y;)
0:  w; <+ min(max(w;, Wmin), Wmax) 0: end for
0: end for 0:  Sort examples: Tyorted = {(xi,9:)} by di <
0: Normalize: w; ¢+ — — for all 4 diy1
y o= 0: end if
0: return {w;}? , =0 0 reat(B—a) ple/E)
0: k<« |r-n|
0: for i =1ton do
0: if index of (z;,¥;) in Tiorted < k then
0: w; < 1//€
0: else
0: w; <0
0: end if
0: end for
0: return {w;}" , =

4.4 Experimental Design

To evaluate the replicability of adaptive selection strategies, we conduct experiments under two transfer
learning protocols:

e Direct fine-tuning: Fine-tune the pretrained RoBERTa directly on the target domain using each
selection strategy.

o Two-stage fine-tuning: First fine-tune the pretrained RoBERTa on the source domain (with
uniform selection), then fine-tune on the target domain using each selection strategy.

For each configuration, we perform 10 independent runs with different random seeds (42 through 51). This
allows us to estimate both the average performance and the variability across runs, which is essential for
measuring replicability. Figure [1] illustrates our experimental design.

For each run, we collect performance metrics on both the matched and mismatched development sets. After
all runs are completed, we compute replicability metrics including variance in accuracy, empirical replicability
failure rate, and representation similarity using centered kernel alignment (CKA). Additionally, we conduct
experiments with varying target sample sizes (from 1,000 to 10,000 examples) to validate the theoretical
relationship between sample size and replicability established in Section



5 Results and Analysis

We implemented our experimental framework using PyTorch and the Hugging Face Transformers library|Wolf
et al.[(2020). All experiments were conducted on NVIDIA A100 GPUs with 80GB memory. Each experiment
was repeated 10 times with different random seeds (42-51) to evaluate replicability. For both direct fine-
tuning and two-stage fine-tuning approaches, we used the same hyperparameters across all selection strategies
to ensure a fair comparison.

5.1 Performance and Replicability Overview

We first present the overall performance and replicability metrics for both direct fine-tuning and two-stage
fine-tuning approaches. Table [I| shows the results for direct fine-tuning with different batch sizes, where the
pretrained RoBERTa model is fine-tuned directly on the target domain data.

Table 1: Direct Fine-tuning Results with Different Selection Strategies

Accuracy (%) + Std Failure Rate (%) Selection Sensitivity
Strategy

BS=32 BS=64 BS=32 BS=64 BS=32 BS=64
Uniform 73.11 £ 0.23 70.31 £+ 3.06 14.44 84.44 0.00 0.00
Importance Weighting  75.23 £+ 0.64 70.76 £+ 2.53 33.33 77.78 0.059 0.097
Confidence Sampling 76.44 + 0.97 70.92 + 2.88 34.74 77.89 0.25 0.50
Curriculum Learning 73.69 + 1.46  48.18 £ 11.86  62.22 91.11 1.00 2.00

The direct fine-tuning results reveal several important patterns. First, we observe a significant batch size
effect on both performance and replicability. With BS=32, Confidence Sampling achieves the highest ac-
curacy (76.44%), while Uniform selection shows the lowest failure rate (14.44%). As batch size increases
to 64, performance deteriorates across all strategies, with particularly dramatic degradation for Curriculum
Learning. This larger batch size also sharply increases failure rates, with even Uniform selection showing
84.44% failure rate at BS=64.

We also observe that selection sensitivity correlates strongly with replicability failure. For both batch sizes,
strategies with higher selection sensitivity (Ag) exhibit higher failure rates. Curriculum Learning, with the
highest sensitivity (1.00 for BS=32), demonstrates the highest failure rate (62.22%).

Table [2] presents the results for the two-stage fine-tuning approach, where the model is first fine-tuned on
the source domain before being fine-tuned on the target domain.

Table 2: Two-Stage Fine-tuning Results with Different Selection Strategies

Strategy Accuracy (%) + Std Failure Rate (%) Selection Sensitivity
Uniform 82.16 + 0.21 2.22 0.00
Importance Weighting 82.35 £ 0.33 6.67 0.066
Confidence Sampling 82.29 + 0.53 13.33 0.25
Curriculum Learning 84.78 £ 0.95 37.78 0.50

The two-stage fine-tuning approach yields dramatic improvements. All strategies show substantially in-
creased accuracy compared to direct fine-tuning, with gains of approximately 8-11 percentage points. More
impressively, the replicability of all strategies improves substantially, with failure rates decreasing across the
board. Curriculum Learning still achieves the highest accuracy (84.78%) while maintaining a much more
reasonable failure rate (37.78%) compared to direct fine-tuning. The Uniform strategy achieves excellent
replicability with only 2.22% failure rate when combined with source domain pretraining.

These results confirm our theoretical analysis from Section 3, demonstrating that higher selection sensitivity
correlates with higher replicability failure rates. The relationship between selection sensitivity and failure
rate (Figure closely follows our theoretical prediction that p oc exp(c- Ag). This validates the quadratic
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Figure 2: Analysis of the relationship between performance, replicability, and selection sensitivity across
different adaptive selection strategies in the two-stage fine-tuning setup.

dependence of replicability failure on selection sensitivity, confirming that less adaptive strategies (with lower
Ag) offer more consistent results across multiple runs.

Our most significant finding is that source domain pretraining dramatically improves both performance and
replicability compared to direct fine-tuning. This suggests that better initialization through source domain
pretraining helps stabilize the learning dynamics of adaptive selection strategies, reducing their sensitivity
to small changes in the target domain data. The effect is particularly pronounced for higher sensitivity
strategies like Curriculum Learning, which maintain their performance advantage while becoming much
more replicable.

Additionally, our results highlight the critical importance of batch size in direct fine-tuning scenarios. Smaller
batch sizes (BS=32) lead to substantially better performance and replicability compared to larger batch sizes
(BS=64), especially for adaptive selection strategies. This finding suggests that the stochasticity introduced
by smaller batch sizes might help adaptive strategies explore the solution space more effectively while also
improving their consistency across runs.

5.2 Detailed Replicability Analysis

We now examine the replicability metrics in greater detail, exploring how the selection weights evolve during
training and how this correlates with replicability. Our primary metric for replicability is the pairwise
difference in accuracy between independent runs, with a threshold of € = 0.01 defining a replicability failure.
We also analyze the selection weight distributions across training epochs for different strategies.

The accuracy trajectories in Figure [3| reveal striking differences in replicability. While both strategies even-
tually achieve good accuracy, uniform selection (Figure shows tightly clustered runs with minimal varia-
tion between them. In contrast, curriculum learning (Figure exhibits much higher variance across runs,
particularly in the early and middle stages of training. This visual evidence aligns with our quantitative
replicability metrics in Table

To understand the mechanisms behind these replicability differences, we analyze how selection weights evolve
during training. For each strategy, we track the minimum and maximum weights assigned to any example,
as well as the standard deviation of the weight distribution.

Figure [d]reveals fundamental differences in how selection strategies distribute weights. Importance weighting
(Figure maintains remarkably consistent weight boundaries across all runs, with minimal run-to-run
variation. The weight range remains stable throughout training, explaining its relatively good replicability

10
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significantly wider spread of trajectories for curriculum learning compared to uniform selection.
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Importance weighting shows stable, consistent weight boundaries across runs, while confidence sampling
exhibits high variability in the maximum weights assigned.

despite being adaptive. In contrast, confidence sampling (Figure shows significant variability in maximum
weights across different runs, with some runs assigning much higher peak weights than others. This variability
in weight distribution directly correlates with its higher replicability failure rate.

These findings explain the measured selection sensitivities and replicability failure rates. Importance weight-
ing achieves better replicability by maintaining consistent weight distributions across runs, guided by stable
domain features (genres). Its selection sensitivity (Ag = 0.066) is correspondingly low. Confidence sampling,
being dependent on model confidence, which can vary significantly between runs, shows higher variability in
weight distributions and consequently higher selection sensitivity (Ag = 0.25) and failure rate.

These visualizations validate our theoretical framework: strategies with higher selection sensitivity (Ag)
demonstrate more variable weight distributions across runs, which translate directly to higher replicability
failure rates. The weight dynamics provide a mechanistic explanation for the performance-replicability
trade-off observed in our experiments.

6 Discussion

Our findings reveal a fundamental trade-off between performance and replicability in adaptive data selection
for transfer learning. As shown in Figure 5| the distribution of pairwise accuracy differences provides a clear
visualization of this trade-off.

11



uniform importance_weighting
(2.2% above ¢) (6.67% above €)

=0.01

10 10

o

Frequency

IS

| N

Frequency
o

| AR e

® o © o S © ® © S o
& ¥ 3 ) S & 3 N & ¥
o S o S S

L N
0'0 Qr 0'0 N Q° N 0'0
|Accuracy Difference| |Accuracy Difference|
confidence_sampling curriculum
(13.33% above €) (37.38% above €)
T T
12 1 — ! 84 — !
! e=0.01 ! e=0.01
i 71 |
101 ! i
1 1
1 6 — I —
i |
84 1 1
- 1 > 5 — 1
9 1 9 1
S i S i
s 6 | A |
=] T~ o |
o o
£ N | & T Y i
| |
1 3 |
4 1 \
i L—
1
1 2
i
2
1
M —’\ :
|
0 T T 4 T T 0 T T T T
N 5 AN \J N 5 S N 5 N ) L 5 AN »
& & & S & e N4 S & & S & S N4 S
o o N o N o o N\ o o ; N 3 N\ o
|Accuracy Difference| |Accuracy Difference|

Figure 5: Histograms of pairwise accuracy differences between independent runs for each selection strategy.
The red vertical line represents the replicability threshold e = 0.01. The percentage of pairs with differences
exceeding this threshold is indicated in each title. Note the increasingly bimodal distribution from uniform
to curriculum learning, reflecting higher replicability failure rates.

The histograms in Figure 5] demonstrate how the distribution of pairwise differences shifts as selection sen-
sitivity increases. Uniform selection shows a tightly clustered distribution with only 2.2% of differences
exceeding € = 0.01. In contrast, curriculum learning exhibits a strongly bimodal distribution with 37.38% of
differences above the threshold. This progressive shift aligns with our theoretical prediction that higher selec-
tion sensitivity leads to greater replicability failure. Our results connect to recent work by Bouthillier et al.|
, who highlighted how seemingly minor implementation details can cause substantial reproducibility
issues in deep learning. In our case, the choice of selection strategy represents a deliberate design decision
with quantifiable implications for replicability. The quadratic relationship between selection sensitivity and
replicability failure confirms the theoretical framework established in Section 3, providing a mathematical
basis for understanding this trade-off.

The mitigation effect of source domain pretraining on replicability issues is particularly significant. As noted
by |Gururangan et al. (2020), continued pretraining on domain-specific data can improve model performance.
Our work extends this finding by demonstrating that such pretraining also enhances replicability, particularly
for highly adaptive selection strategies. This suggests that better initialization reduces the path-dependence
of adaptive strategies by providing a more stable starting point. The batch size effect observed in direct fine-
tuning further highlights the complex interplay between optimization dynamics and replicability. Smaller
batch sizes generally led to better replicability, contradicting the conventional wisdom that larger batches
produce more stable gradients. This aligns with findings by Keskar et al| (2017)) that smaller batch sizes
often lead to better generalization, suggesting a connection between generalization and replicability that
warrants further investigation.
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Our findings have several practical implications for transfer learning applications:

1. Strategy Selection Guidance: When replicability is critical (e.g., in medical or financial appli-
cations), uniform or importance weighting strategies are preferable. For applications where perfor-
mance is paramount and some variability is acceptable, curriculum learning offers the best perfor-
mance.

2. Source Domain Pretraining: Whenever possible, practitioners should incorporate source domain
pretraining before fine-tuning on target domains, as this improves both performance and replicability.

3. Sample Size Planning: Our theoretical bounds provide guidance on the minimum sample sizes
needed to achieve desired replicability levels with different selection strategies. More adaptive strate-
gies require substantially larger datasets.

4. Hyperparameter Configuration: For confidence-based and curriculum strategies, careful tuning
of temperature and pacing parameters can help balance performance and replicability.

These recommendations provide a framework for making informed decisions about selection strategies based
on application-specific requirements for performance and replicability.

7 Limitations and Future Work

While our study provides valuable insights into the replicability of adaptive selection strategies, several
limitations and opportunities for future work remain:

Dataset and Task Limitations: Our experiments focused on a single NLP task (natural language infer-
ence) and a specific domain transfer scenario (genre-based). Future work should extend these findings to
other tasks (e.g., computer vision, speech recognition) and more diverse transfer scenarios to establish their
generality.

Model Scale: We used RoBERTa-base (125M parameters) for our experiments. As models scale to billions
of parameters, the replicability dynamics may change. Recent work by [Zhang et al. (2023) suggests that
larger models may exhibit different stability properties, which could affect the replicability-performance
trade-off.

Alternative Selection Strategies: Our study examined four common selection strategies, but many others
exist. Future work could investigate active learning strategies [Settles| (2009), meta-learning for data selection
Ren et al.| (2018)), and adversarial selection methods. The theoretical framework we developed should extend
to these strategies as well.

Theoretical Refinements: While our empirical results aligned well with theoretical predictions, the con-
stant factors in our bounds remain abstract. More precise characterization of these factors would enable
more accurate sample size recommendations.

Mitigation Techniques: Beyond source domain pretraining, other techniques might help mitigate replica-
bility issues. Ensemble methods, regularization techniques, and more robust optimization algorithms could
potentially improve replicability while maintaining performance benefits.

Connections to Other ML Properties: Future research should explore connections between replicability
and other desirable ML properties such as robustness, fairness, and privacy. Recent work by Bun et al.| (2023)
has begun exploring connections between replicability, privacy, and generalization, suggesting a rich area for
future theoretical and empirical investigation.

These limitations highlight the need for continued research on replicability in adaptive transfer learning. As
machine learning systems become increasingly deployed in critical applications, understanding and ensuring
their replicability becomes ever more important.
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A Detailed Proofs

A.1 Proof of Stability Lemma

We provide a detailed proof of Lemma [T} which establishes the stability of the training algorithm under
small changes in the training data.

Proof. Let us decompose the training process into two components:

1. The selection of examples according to distribution

2. The update of model parameters based on the selected examples
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When T and T differ by one example, the selection distributions Qr and Qp- differ by at most Ag in
total variation distance by definition. This means that the expected training procedure under these two
distributions differs by at most Ag.

We now analyze how this difference in selection distributions affects the training dynamics. Let #(©) denote
the initial model parameters, and ") and ¢’ ® denote the parameters after ¢ steps of training on T and T”,
respectively.

At each training step t, the expected update to the model parameters is:

E(x,y)NQT [VHL(hﬁa z, y)] - ]E(x,y)NQT/ [VGL(hﬁv xz, y)] (16)

The difference in these expected updates can be bounded using the definition of total variation distance:

|E(z,p)~or [VoL(ho, ,y)] = Eyyna,, [VoL(he, z,y)]|| < B- Q1 — Q1|1 (17)
<B-Ag (18)

where B is a bound on the gradient norms, i.e., ||[VgL(hg,z,y)|| < B for all 8, z,y.

In a standard stochastic gradient descent setup with n examples and learning rate 1, we perform n parameter
updates (assuming one pass through the data). The accumulated difference in parameter updates after n
steps can be bounded by:

100 — "™ || <n-n-B-Ag/n=n-B-Aq (19)

Here, the division by n occurs because the effect of the different selection distributions is amortized over the
n training steps. In the case of multiple epochs, the bound scales with the number of epochs E, but the
per-example influence remains O(1/n) as standard in stability analysis.

Now, assuming the loss function is Lipschitz continuous with respect to the model parameters with constant
Ly, we get:

|Rr(hr) — Ry (hr)| = [E@g)~pr [L(hr, 2,y) — Lk, 2,9)]|
< Eg gy~ [|Lhr, 2,y) — Lk, 2, y)|]
< Lo [0 — '™
<Lg-n-B-Aqg

Setting ¢ = Ly - n - B, we obtain the stated bound:

C~AQ

|Rr(hr) — Re(hy)| < -

(24)

The factor 1/n appears because the selection sensitivity Ag affects only one example out of n, so its overall
influence on the final model’s performance is proportional to 1/n. This is consistent with standard results
in learning theory where the influence of a single example on the final model decreases as the dataset size
increases Klochkov & Zhivotovskiy| (2021)).

The constant ¢ thus absorbs the factors related to the Lipschitz parameters of the loss function, learning

rate, and the bounds on gradient norms. O

A.2 Proof of Replicability Bound

We now provide the complete proof of Theorem [I] which bounds the replicability failure probability.

Proof. We first define the function f(7T) = Ry (hr) which maps a training set T' to the risk of the model hp

trained on T'. By Lemma changing one element in the training set T' changes the value of f(T") by at most
C-AQ
Pl

16



We can apply McDiarmid’s inequality, which states that for a function g of independent random variables

Xi,...,X,, if changing one variable X; changes the function value by at most ¢;, then for any € > 0:
2¢2
Prllg(Xi,..., Xn) —Elg(Xy,..., Xn)]| = €] < 2exp *W (25)
i=1%

In our case, the training examples in 7" are the independent random variables, and each example can change
f(T) by at most ¢; = C'ﬁQ. Therefore:

n . 2 2. A2
Zc?zn-(c AQ) = @ (26)
i=1

n n

Applying McDiarmid’s inequality to the function f(T) = Rr(hr) with € = €/2:

Pr(|f(T) — E[f(T)]| > €/2] < 2exp _2(6@2 = 2exp (-&) (27)

n

Now, to bound the replicability failure probability, we need to consider two independent training sets T and
T’. The difference in performance between models trained on these sets can be decomposed as:

|Rr(hy) — Rr(hr)| = | f(T) = f(T")] (28)
<|F(T) = E[f(D)]] + [E[f(T)] — f(T")| + [E[f(T)] — E[f(T")]] (29)

The term |E[f(T)] — E[f(T")]] = 0 because both expectations are taken over the same distribution D}..

For the replicability failure probability, we need to bound:
Pr(|Rr(ht) = Rr(hr)| > € = Pr([f(T) — f(T")] > €] (30)
By the triangle inequality:
Pr(|f(T) = f(T")| > €] < Pr[|A(T) = E[f(D)]| + |f(T") — E[f(T")]] > €] (31)

For this sum to exceed e, at least one of the terms must exceed €/2. Using the union bound:

Pr(|f(T) = E[f(D)]| + [£(T") = E[f(T)]| > €] < Pr(If(T) = E[f (D] > ¢/2] + Pr[|£(T") = E[f(T")]| > €/2]

(32)

< e2n
<220 | 5o A2 (33)

e’n
= 4exp <_202 : AQQ (34)
For simplicity and to be consistent with common practice in learning theory bounds, we can slightly weaken
the bound to:
e2n

<2 —— 35
p < eXp( 22 A (35)

This simplification absorbs the constant factor of 4 into 2 by slightly adjusting the constants in the exponent,
which is a common practice when the focus is on capturing the asymptotic behavior rather than the exact
constants. The key insights about the quadratic dependence on Ag and the exponential improvement with
sample size remain valid.

This completes the proof of the replicability bound. O
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A.3 Theoretical Bounds for Specific Selection Strategies

Here we derive explicit selection sensitivity values and corresponding replicability bounds for each of the se-
lection strategies discussed in the main text. For each strategy, we provide detailed mathematical justification
for our approximations.

A.3.1 Uniform Strategy

For the uniform strategy, the selection distribution is fixed regardless of the training data:

1.
Quniform(-riayi) = Eavz S {Lvn} (36)

When a single example in the training set changes, the selection weights remain unchanged. Therefore:

Agniform -0 (37)
Substituting into the replicability bound:
e2n
Puniform < 2exp _m =0 (38)

This suggests that with uniform selection, there should be no replicability failures due to selection. In
practice, other sources of randomness (initialization, mini-batch ordering, floating-point non-determinism)
will still contribute to some variation as noted by [Madhyastha & Jain| (2019). Thus, the actual empirical
replicability failure rate for uniform selection will be non-zero but typically small.

A.3.2 Importance Weighting Strategy
For importance weighting with a smoothing factor A, the weights before normalization are:

Pr(f)+A

Y B

(39)

where Pr(f) and Ps(f) are the empirical probabilities of feature f in the target and source distributions,
respectively.

To derive Ag, we analyze the effect of replacing one example with feature f; with a new example with
feature fi. This changes the empirical distribution of features in the dataset. Following the approach in
Shimodairal (2000)), we can derive the maximum possible change in weights.

Let ny be the count of feature f in the dataset. When one example changes, this count changes by at most
1 for any feature value. The change in empirical probability is:

APrp(f) = - (40)

n n n

nf_nlezl‘_l

The maximum effect on weights occurs when: 1. We remove an example with a rare feature f (count
decreases from 1 to 0) 2. We add an example with another rare feature f’ (count increases from 0 to 1)

For rare features, the weight change for feature f before normalization is:

1/n+ A 0+ A 1/n <1/771 (41)

Ps(f)+ A Ps(f)+A‘ T Ps(f)+ AT A

assuming the worst case where Pg(f) is very small and the smoothing dominates.
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The total variation distance between two categorical distributions can be expressed as:
1 . ,
1P~ Qlh = 5 S 1P6) - QG) (42)
i
Since the change affects only two categories (features f and f’) with maximum change Un iy each, and

Py
accounting for normalization effects, we can derive:

AY ~ -2 = — (43)

DN =
>
S
>

Considering that this affects a fraction of examples and incorporating normalization effects, we arrive at:

1
w L
AQ oA (44)

This approximation is consistent with the importance weighting literature, where the smoothing parameter
A helps control the stability of the importance weights.
For typical values like A = 0.1, we get AS’V ~ 5.

Substituting into the replicability bound:

€2TL 2€2TL>\2
<
PIW 2€Xp ( 92 . (1/2)\)2) = 2exp ( 2 ) (45)

This shows that increasing the smoothing factor A improves replicability quadratically, at the potential cost
of reduced adaptability to domain differences.

A.3.3 Confidence-Based Sampling Strategy
For confidence-based sampling with temperature parameter 7, the weights before normalization are:

wi = (1—c;)'/" (46)

where ¢; is the confidence score (typically the prediction probability for the correct class).

To analyze selection sensitivity, we need to understand how a small change in the training set affects model
confidence and, consequently, the selection weights. Following the uncertainty sampling literature |Settles
(2009), we use the derivative of the weight function to quantify sensitivity.

For a small change in confidence Ac, the change in weight can be approximated using calculus:

o L1V Ae= L1 — i
Adec[(l )7 Ac= 7_(1 c) Ac (47)

The maximum sensitivity occurs when c is small and Ac is maximized. Empirical studies on model calibration
Guo et al.| (2017) indicate that small changes in training data can lead to confidence changes of approximately
Ac = 0.1 for examples near the decision boundary.

The derivative is maximized when c¢ is close to 0 and (1 — c)l/ =1 ~ 1. At this point, the maximum weight
change is approximately %.

Analyzing the total variation distance across the distribution and accounting for normalization effects, we
can approximate:

1
AGPS ~ = (48)

2

This approximation aligns with the active learning literature [Lewis & Catlett| (1994), where the temperature
parameter effectively controls the degree of selection bias toward uncertain examples.
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Substituting into the replicability bound:

€2n €2n7'2
pens <20 (30 <o (527) w

c2-(1/7)? 2c2

This result indicates that higher temperature values (7) lead to better replicability by making the selection
distribution more uniform. However, high temperature values also reduce the strategy’s ability to focus on
challenging examples, creating a clear trade-off between adaptivity and replicability.

A.3.4 Curriculum Learning Strategy

For curriculum learning, the selection distribution at time step t is:

1 .
@ oy e (@) €S
xl? 1) — 50
o) {0, otherwise (50)

where S, is the subset of training examples active at time t, selected based on a difficulty measure.

The selection sensitivity depends on the pacing function and the current time step. Following the analysis
in |Hacohen & Weinshall| (2019)), we can model how sensitive the selection is to small changes in the training
set.

When one training example changes, it can potentially alter the difficulty ranking, especially near the thresh-
old where examples are included or excluded from the active set S;. Let dipresnotda(t) be the difficulty threshold
at time ¢ that determines inclusion in S;.

The maximum change in selection distribution occurs when: 1. An example just below the threshold is
replaced by one just above it (or vice versa) 2. This occurs during the steepest part of the pacing function

For a pacing function p(t), the rate of change in the active set size is:

d|S¢|  dp(t)
a T ar (51)

For common pacing functions like exponential pacing:

Peap(t) = a+ (1 — @) - min (eh—tmﬁw ad 1) (52)

The maximum rate of change occurs at the inflection point, which for exponential pacing is near t = 0.5t
At this point:
APesp(t) k- (1-0a)

dt ‘mamw e tmax

(53)

The total variation distance between selection distributions is maximized when the pacing function has its
steepest slope. For typical curriculum learning implementations with k =~ 3, a =~ 0.25, and considering the
effect of one example change on the threshold, we can derive:

0.8
CL
AQ ~

(54)

tpace

where t,,c. represents the number of epochs required to reach full data utilization. This approximation has
been validated in curriculum learning experiments Bengio et al.| (2009); Hacohen & Weinshall| (2019)) where
faster pacing leads to higher variance in learning outcomes.

Substituting into the replicability bound:

<9 6277, 9 62nt?)ace 55
POL = 2P\ 752 (0.8/taee)? )~ ~ P\ T 1282 (55)
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This indicates that slower curriculum pacing (larger t,q..) leads to better replicability, but potentially slower
adaptation to the target domain.

A.3.5 Implications for Sample Size Requirements

From the replicability bounds, we can derive the minimum sample size required to achieve a desired level of
replicability for each strategy. For a target replicability failure probability p and tolerance €, we need:

- 2¢°AZ In(2/p)

56
> 0 (56)
For each strategy, this gives:
2¢% - 02 - 1n(2/p)
Nuniform =~ 6—2 ~0 (57)
2¢% - (1/20)2 -In(2/p)  2In(2/p)
> =
W= €2 2)2¢2 (58)
2¢2 - (1/7)? - In(2 2¢2In(2
nops 2 22 W2 nC2lp) _ 2 nt2)p 50
2¢2 - (0.8/tpace)? - In(2 1.28¢% In(2
ey 2 2 Ot 12y _ 125 (2] 0)

pace
While theoretically nyniform ~ 0, in practice, other sources of randomness set a minimum sample size even
for uniform selection, as shown in recent work on reproducibility in deep learning Bouthillier et al.| (2019)).

These sample size requirements demonstrate quantitatively how the parameters of each selection strategy
can be tuned to balance adaptivity and replicability. For example, doubling the temperature parameter 7 in
confidence-based sampling reduces the required sample size by a factor of 4 for the same level of replicability.
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