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Abstract

In SER, a significant challenge lies in building systems that can
accurately interpret emotions in naturalistic conditions. To ad-
dress this, we present EMOJUDGE, our submission to the SER
in Naturalistic Conditions Challenge. For the categorical SER
task, we propose a novel LLM-refined multimodal approach,
while for the dimensional SER task, we propose a robust mul-
timodal architecture. In both submissions, WavLM-Large is
combined with attentive pooling aided by residual networks to
extract acoustic features. For text, ROBERTa-Large captures
linguistic nuances. Experimentation identifies late fusion with
logistic regression as the optimal method for integrating modal-
ities. For the categorical challenge, our novel contribution in-
cludes using transcripts, speaker indicators, and audio descrip-
tions as input to an LLM for post-hoc correction of conflicting
predictions. Results demonstrate improvements over the base-
line in both tasks, highlighting the effectiveness of our proposed
approach.

Index Terms: speech emotion recognition, large language
models, multimodality, post-hoc refinement

1. Introduction

Speech Emotion Recognition (SER) aims to identify human
emotions from speech signals, playing a crucial role in human-
computer interaction. A significant challenge in SER is devel-
oping systems that accurately interpret emotions in naturalis-
tic and spontaneous conditions. To address this, the Speech
Emotion Recognition in Naturalistic Conditions Challenge1 [1]
at Interspeech 2025 provides a platform for researchers to de-
velop and benchmark SER technologies using the MSP-Podcast
corpus, which contains over 324 hours of naturalistic conversa-
tional speech [2].

A major challenge in identifying emotion in natural speech
lies in the inherently noisy and context-dependent nature of vo-
cal cues, the wide variability across speakers, and the scarcity
of sufficiently large labeled datasets for training robust mod-
els [3, 4, 5]. These obstacles often lead to poor generalization,
especially in real-world conditions where environmental factors
and individual speaking styles introduce additional variability.
Furthermore, the dataset in question, MSP-Podcast [6], contains
short utterances with a low average word count. This further
reduces the quality of uni-modal methods like textual embed-
dings.

We address these issues by proposing EMOJUDGE, a novel
approach that uniquely combines foundational models with
LLMs. Unlike existing LLM-based approaches that focus on
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evaluating the use of LLMs in refining the input features to
an architecture [7], EMOJUDGE employs a post-hoc refinement
mechanism that preserves the integrity of the primary recogni-
tion system while enhancing its performance. The framework
first leverages established acoustic and textual models for initial
predictions, then employs an LLM to refine these outputs by in-
corporating speaker information, prosodic features, and audio
descriptions. The key contributions of our work for both tasks
are:

1. Categorical Emotion Recognition: We employ late fusion
of WavLM-Large [8] and RoBERTa-Large [9] predictions
across eight emotion labels. We use a weighted focal loss to
address the class imbalance challenge. An LLM is then fed
with multimodal context and is used to refine the predictions.

2. Emotional Attribute Prediction: We employ the same archi-
tectural backbone as above for Arousal, Valence, and Dom-
inance prediction. We utilize Concordance Correlation Loss
[10] for optimal regression performance. LLM prompting is
not used for post-hoc correction for this task. However, we
observe improvements over the baseline on adding residual
connections over the fully-connected layers and regularizing
the attention mechanism.

Our approach marks a significant advancement over recent
LLM applications in SER, which have primarily focused on
emotional prompting for benchmarking [11] or transcript error
reduction [7]. By introducing LLMs as a refinement mechanism
rather than a feature modifier, we establish a novel approach for
emotion recognition systems. The remainder of this paper is
organized as follows: Section 2 reviews related work in SER,
with emphasis on multimodal and LLM-based approaches. Sec-
tion 3 describes the dataset and metrics. Section 4 details our
proposed methodology, including model architecture and fusion
strategies. Section 5 presents our experimental setup and train-
ing strategy. Section 6 presents our results for the challenge.
We conclude with future research directions ? in Section 7.

2. Background and Related Work

Recent advancements in SER have increasingly leveraged mul-
timodal methods, which integrate various data sources to en-
hance emotion classification accuracy. These methods typically
combine audio signals with textual information, allowing for a
more comprehensive understanding of emotional expressions.
For instance, studies such as those by Hu et al. [12] propose
multimodal multi-task learning frameworks that utilize dynamic
fusion techniques to capture the nuances of emotional cues from
both speech and text modalities, achieving state-of-the-art per-

2The implementation of EMOJUDGE will be made publicly available
following the review process.



formance on benchmark datasets like IEMOCAP. The integra-
tion of different modalities not only improves recognition rates
but also addresses the limitations inherent in single-modality
approaches, such as noise and redundancy in feature extrac-
tion [13, 14].

Extensive research and experimentation have also been con-
ducted to determine the best method to combine the modalities.
While early fusion of embeddings was a trend that delivered
decent results [15, 16], recent works have shown late fusion of
modalities to be particularly effective [17, 18]. In parallel, ap-
plying Large Language Models (LLMs) in SER has emerged
as a promising avenue. The recent research by Li et al. [11]
explores different prompting mechanisms for speech emotion
recognition. They report promising results on combining mul-
tiple dimensions of information into the prompt. Furthermore,
approaches that translate speech characteristics into natural lan-
guage descriptions have enabled LLMs to perform multimodal
emotion analysis without architectural modifications [19].

3. Dataset and Metrics

This section introduces the dataset and defines the splits used
for training and validation. We also discuss the metrics used to
evaluate the experiments.

3.1. The MSP-Podcast Corpus

The MSP-Podcast corpus consists of spontaneous audio record-
ings from podcast segments. Each segment is annotated with
categorical emotion labels: Angry, Sad, Happy, Surprise, Fear,
Disgust, Contempt, and Neutral, and dimensional presence: Va-
lence, Dominance, and Arousal. This study uses the default
provided splits: Train and Development. The training set was
used to build our models, while the development set served as
an evaluation subset for hyperparameter tuning and validation.
Table 1 shows the distribution of emotion categories in each
split, along with the total number of files. We also evaluated
our model on a held-out set taken from the development dataset
(which we refer to as Dev-2). This split is kept unseen until the
final evaluation.

Table 1: Emotion distribution in the MSP-Podcast dataset
across Train and Development splits.

Emotion Development (%) Train (%) Dev-2 (%)
Angry 23.11% 10.05% 12.50%
Sad 9.27% 9.41% 12.50%
Happy 25.12% 24.95% 12.50%
Surprise 3.91% 4.40% 12.50%
Fear 1.29% 1.67% 12.50%
Disgust 2.15% 2.14% 12.50%
Contempt 5.78% 3.72% 12.50%
Neutral 29.39% 43.65% 12.50%
Total Files 22,898 66,992 2,360

3.2. Metrics

The evaluation for Task 1 was conducted using the F1-Macro
score, a metric that balances precision and recall across all
classes, ensuring equal weight for each class regardless of its
frequency. For Task 2, the Concordance Correlation Coefficient
(CCC) was employed to evaluate the agreement between the

predicted (y) and ground truth (g) values. The formula for CCC
is defined as
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where p is the Pearson correlation coefficient, o, and o are the
standard deviations, and p,, and jy are the means of y and g,
respectively.

4. Methodology

In this section, we present the proposed methodology. First, we
discuss our choices for the foundational audio and text mod-
els. In the subsequent subsections, we discuss the preprocess-
ing steps and architecture for both the audio and text modality,
followed by the chosen fusion strategy. Finally, the LLM refine-
ment is discussed with a focus on the used prompt engineering.

4.1. Foundational Model Selection

For the audio modality, WavLM-Large® was chosen as the foun-
dational model for feature extraction due to its exceptional abil-
ity to capture long-range dependencies and robustness to noisy
speech environments [20]. We also experimented with Hu-
BERT [21], ECAPA-TDNN [22], and Wav2Vec2 [23]. For the
text modality, we experimented with both RoBERTa [9] and
DeBERTa [24]. We did not observe any observable difference
in any particular architecture and hence settled on RoBERTa-
Large” for further experimentation. To present an overview of
the comparative performance of the foundational models, we
report all scores in Table 2 for the validation set and also report
test scores for submitted systems.

4.2. Normalization and Preprocessing

We process audio inputs at 16 kHz with a frame shift of 20
ms, aligning with WavLM’s specifications. We kept the en-
coder’s feature extractor frozen during training, allowing us to
leverage the robust speech representations while fine-tuning the
task-specific layers. We also normalized the audio samples us-
ing precomputed statistics (mean and standard deviation) on the
train set. These statistics are then applied to validation and test
files at inference time. We do not implement any specific pre-
processing for the transcripts.

4.3. Audio Modality

Our audio processing framework focused on an architecture
that addresses three key challenges: temporal dependency
modeling, class imbalance, and effective feature aggregation
from high-dimensional speech representations. A high-level
overview of the architecture is shown in Figure 1a. The base ar-
chitecture is taken from the baseline: Attentive Statistics Pool-
ing [2], which addresses the variable-length nature of speech
signals while preserving emotionally salient information. How-
ever, we supplement and build on this architecture by adding /2
regularization to the parameters responsible for computing the
attention weights. Specifically, we regularize the attention pa-
rameter matrix A used in the attention computation to encour-
age stable and generalizable attention patterns. This attention
formulation allows the model to dynamically weight different
temporal regions based on their emotional content.

3https://huggingface.co/microsoft/wavim-large
4https://huggingface.co/FacebookAI/
roberta-large



The emotion classification/regression network consists of
fully connected layers, each followed by layer normalization, a
ReLU activation, and dropout. Residual connections are applied
between the hidden layers to promote stable gradient flow and
faster convergence.

Sample

You are an emotion recognition expert. You will
be fed correct predictions made by an SER

Normalized Audio Attention Mask model along with transcripts and an audio

System Prompt

b v description. The possible categories are <8
Emotion>. Respond with NA if your confidence
‘ ‘wavLM-Large (Frozen Encoder) ‘ in the output is below <thresh>. Only respond
with the emotion otherwise.
N\ (S
Segment Repr. | —
| Activations Attn. Mask
[ Attention Transcript: Strong people get shit done.
4 | Predicted Emotion: Disgust
[ Weighted sum E | Audio Description: The sample is spoken by a
£ | <gender> speaker over <time> seconds. The
| statisties Comp. /’ 5 | features of the audio are:
— 2
= Amplitude: <min> to <max>
[ Pooled Representation | Pitch range: <range>
- Loudness: <low/med/high>
e ¥ N
( Input Repr:
Sequential Net | v
Self Attention @
| v
\\ Output Repr. o Disgust Anger
Class Probabilities [ Fusion Network ]
(a) Audio SER Framework (b) Prompting Framework

Figure 1: System Architectures

4.4. Textual Modality

The textual analysis component leverages RoBERTa-Large [9],
which consists of 24 transformer layers with 16 attention heads
each. The model processes input text using RoOBERTa’s byte-
level BPE tokenizer with a maximum sequence length of 128
tokens. For classification, we extract the [CLS] token repre-
sentation (1024-dimensional embedding) from the final trans-
former layer, which serves as a comprehensive sentence em-
bedding. This embedding is then passed through RoBERTa’s
classification head consisting of a dropout layer (p = 0.3) fol-
lowed by linear layers that output emotion probabilities. No ad-
ditional layers or pooling strategies were employed to maintain
the model’s pretrained characteristics while adapting to emotion
recognition.

4.5. Fusion Framework

Our framework employed an L2-regularized logistic regression
model to perform late fusion of the logits produced by audio and
text modalities. This fusion strategy was made adaptable to both
categorical emotion labels (Task 1) and dimensional emotion
attributes (Task 2). The model’s regularization strength, where
C = % (with A being the /> regularization coefficient), was
optimized through extensive grid search over C' € [107%,10%],
maximizing generalization performance.

4.6. LLM Refinement

For Task 1, the predicted emotion from the fusion network un-
derwent a refinement step using OpenAI’'s GPT-4 model® [25].

Shttps://platform.openai.com/docs/models

As shown in Figure 1b, the LLM was prompted with three
key components: the transcript, an audio description containing
prosodic features (amplitude, pitch range, and loudness), and
the predicted emotion. The audio description was constructed
in text format by summarizing extracted features and including
additional metadata such as the duration of the audio segment
and speaking rate®. The LLM acted as an expert evaluator, as-
sessing whether the predicted emotion aligned with both the se-
mantic content and the described acoustic characteristics. To
ensure computational efficiency, predictions were processed in
batches using OpenAI’s Batch API with a low-temperature set-
ting of 0.3, maintaining response consistency.

A critical challenge observed during initial experiments was
the LLM’s tendency to misclassify samples when textual cues
contradicted audio descriptors. To address this issue, we intro-
duced a confidence threshold in the prompt design, instructing
the LLM to modify a predicted label only if its confidence ex-
ceeded a predefined threshold. This step mitigates hallucination
and ensures the robustness of the refinement process. Empiri-
cal evaluations indicated that setting the confidence threshold
to 80% yielded optimal results. Table 2 demonstrates the effi-
cacy of this approach, reporting scores with and without LLM
refinement.

S. Training & Experimental Setup

In this section, we describe our approach to handling class im-
balance and detail the training methodology and hyperparame-
ter selection.

5.1. Loss Functions

For Task 1, we employed a weighted Focal Loss [26] to address
class imbalance in both audio and text modalities. Focal Loss
modifies the standard Cross-Entropy loss by down-weighting
well-classified examples, enabling the model to focus on chal-
lenging samples. For a sample with true label y and predicted
posterior probability p,, the loss is defined as:

Lfocal = _a(l - py)’y IOg(py)

where « is the class-balancing factor and - is the focusing pa-
rameter that determines the emphasis on misclassified exam-
ples. For Task 2, we optimize directly for the evaluation metric
using CCC loss, computed as > - ;. (1 — CCClim) across the
three dimensions.

5.2. Training Protocol

We trained our audio framework using the AdamW opti-
mizer [27] with a learning rate (LR) of 1e-5, implementing sep-
arate optimizers for the pooling layer and emotion regression
network. To handle memory constraints while maintaining ef-
fective training, we used gradient accumulation with a batch
size of 32 and accumulation steps of 4. Models were trained for
30 epochs, with checkpointing based on the F1-Macro score for
Task 1 and CCC for Task 2. For the text modality, we trained
using a mixed-precision strategy with gradient accumulation of
2 steps and a warmup period (10% of training steps). We again
employed the AdamW optimizer with an LR of 1le-5 and weight
decay of 0.01, training for 15 epochs with evaluation every 2000
steps based on the macro F1-score or CCC.

6We use Librosa for computing audio features.



Table 2: Results for Task 1 and Task 2. * or® represent Large or Small version of the models. The final submitted system is marked with
a v . Test scores are only provided for systems submitted to the leaderboard.

Task 1 (Categorical SER)

Framework Fusion / Refinement Validation Set Test Set
F1 Macro 1 Accuracy T F1 Macro 1 Accuracy 1
WavLM" + RoBERTa" v/ Yes/Yes 0.4292 0.4666 0.3388 0.3631
WavLM" + DeBERTa" Yes/Yes 0.3822 0.4353 0.3345 0.3603
WavLM" + RoBERTa" Yes/No 0.3695 0.427 - -
WavLM® + RoBERTa® Yes/No 0.3224 0.415 0.2631 0.2984
Whisper® + RoBERTa® Yes/No 0.3144 0.3939 - -
ECAPP-TDNN + RoBERTa" Yes/No 0.2138 0.2968 0.1083 0.1325
Baseline 0.307 0.409 0.3293 0.3556
Task 2 (Dimensional Prediction)
Framework Fusion Validation Set Test Set
CCC (Val/Aro/Dom) Average CCC 1 CCC (Val/Aro/Dom) Average CCC 1
WavLM" + RoBERTa" v/ Yes 0.6891/0.6109 / 0.6679 0.6560 0.6441/ 0.6229 / 0.4769 0.5813
WavLM" + DeBERTa" Yes 0.6611/0.6102/0.6566 0.6426 - -
WhisperS + RoBERTa" Yes 0.6597 / 0.6032 / 0.6093 0.6241 0.5435/0.5693/0.4153 0.5094
WavLM" Audio Only 0.6641/0.595/0.6101 0.6231 0.6441/0.615/0.4527 0.5706
ECAPP-TDNN + RoBERTa" Yes 0.598 /0.550/0.5970 0.5817 - -
Baseline 0.652/0.579/0.688 0.6396 0.6385/0.6232/0.4775 0.5797
6. Results ing textual cues might have a direct impact on modeling this

This section presents a summary of results obtained from each
system. All reported results are measured on the defined Devel-
opment Set in Table 1.

6.1. Task 1: Categorical Emotion Recognition

Our experiments demonstrate the effectiveness of LLM-based
refinement in categorical emotion recognition. The best-
performing system (WavLM" + RoBERTa") achieves an F1-
Macro score of 0.4292 on the validation set, significantly out-
performing the baseline (0.307). The impact of LLM refinement
is particularly evident when comparing identical architectures
with and without refinement (Row 1 vs Row 3). For instance,
WavLM" + RoBERTa" shows a 6% improvement in F1-Macro
(0.4292 vs 0.3695) when LLM refinement is applied. This im-
provement suggests that LLM refinement provides consistent
benefits independent of the underlying architecture.

While more complex ensemble approaches might yield
marginally better results, we focused on demonstrating the ben-
efits of LLM refinement within a consistent architectural frame-
work. The test set results (F1-Macro: 0.3388) achieve a perfor-
mance advantage over the baseline (0.3293), while not adding
the computational cost associated with larger and a higher num-
ber of models. We note that this improvement does not match
the validation results due to the balanced test set distribution,
which presents greater classification challenges compared to the
more class-imbalanced validation set.

6.2. Task 2: Dimensional Prediction

For Task 2, which requires the prediction of dimensional at-
tributes, the best results are again obtained with the multimodal
fusion of WavLM" and RoBERTa" systems. On the validation
set, this approach achieves an average CCC score of 0.6560 in
comparison to a baseline of 0.6396. We specifically observe
improvements in the valence dimension, suggesting that infus-

dimension. We also note that the performance of an audio-only
system (WavLM") remains competitive, especially for arousal,
implying that lexical cues may play a less critical role for some
emotional dimensions.

We also observe a pattern of test dominance scores being
much lower than validation dominance scores. This is seen
throughout rows 1-5 and also the baseline. We posit that this
results from an inherent bias in the value distribution of domi-
nance samples in the two sets. We also assume that this could
be a result of confusion between arousal and dominance.

In summary, our results indicate that (i) LLM-based refine-
ment consistently improves categorical emotion recognition,
(i1) multimodal fusion provides benefits for dimensional emo-
tion prediction—especially for valence and arousal—and (iii)
further research is needed to address the inherent challenges in
modeling the dominance dimension.

7. Conclusion & Limitations

In this work, we present EMOJUDGE as a submission to the SER
in Naturalistic Conditions Challenge at Interspeech 2025. For
Task 1, we leveraged a novel LLM-based post-hoc refinement
technique, enhancing prediction accuracy by integrating textual
and acoustic cues into LLM prompts. For Task 2, we utilized the
same architecture and achieved competitive performance, espe-
cially for valence and arousal dimensions. Our system demon-
strates robust performance on both tasks, outperforming base-
lines and aligning with the challenge’s objectives to advance
emotion recognition in naturalistic conditions.

However, two limitations warrant discussion. First, the
framework’s performance on the dominance dimension lags be-
hind other emotional attributes, suggesting that current architec-
tures may not fully capture this aspect of emotional expression.
Second, while our confidence threshold approach reduces LLM
hallucination, it may occasionally result in missed refinement
opportunities for ambiguous cases.
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